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Chapter 1

Ramsey’s Theorem

1.1. Ramsey’s Theorem for graphs

Definition 1. A graph G =(V ,E) is a set V of points, called vertices, and a set E of
distinct pairs of vertices, called edges.

Definition 2. A subgraph G' = (V',E’) of a graph G = (V,E) is a graph such that
V'eVand E'cE.

Figure 1.1 below depicts a graph G with four vertices V = {V71,V2,V3,V4} and
four edges E = {e1,e3,e3,e4}, where e; = {V1,V3}, eg = {V5,V3}, eg = {V3,V4}, and
e4 = {Va,V4}. Note that edges are unordered pairs of vertices, meaning that {V7,Vs}
and {Vy,V;} refer to the same edge. Next to it is a graph G' = (V/,E’) with V' =
V ={V1,V5,V3,V4} and E' = {e1,es}. Since V' cV and E’' cE, we deduce that G’ is a
subgraph of G.
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Figure 1.1: A graph G and one of its subgraphs G'.
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Definition 3. Given n € N, a complete graph on n vertices, denoted by K,,, is a graph
with n vertices and the property that every pair of distinct vertices is connected by
an edge.
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Figure 1.2: A depiction of K, for n =2,3,4,5, and 6.

Definition 4. An edge-coloring of a graph G =(V,E) is an assignment of a color to
each edge of the graph. A graph that has been edge-colored is called monochromatic
if all of its edges are the same color.

An edge-coloring of a graph can also be viewed as a function where the domain
is the set of edges of the graph and the codomain is the set of colors. For example,
suppose one has a graph with edges E ={e1,e2,e3} and a set of colors C = {red, blue}.
A valid coloring of this graph can be seen as a function y: E — C, where, for instance,
1(e1) =red, y(e2) =blue, and y(e3) =red.

Ramsey’s Theorem for graphs. For any n,m € N there exists R = R(n,m) € N
such that any edge-coloring of Kr with at most m colors contains a monochromatic
copy of K, as a subgraph.

Let us illustrate the content of Ramsey’s Theorem for graphs by looking at
an example. If the edge-coloring consists only of two colors, say red and blue,
and we assume n = 3, then Ramsey’s Theorem asserts that there exists a number
R(3,2) such that any edge-coloring of a complete graph on R(3,2) vertices admits a
monochromatic triangle. Note that R(3,2) cannot equal 5, because Figure 1.3 below
shows a 2-coloring of K5 containing no monochromatic triangle. However, taking

Figure 1.3: An edge-coloring of K5 containing no monochromatic copy of K3.



R(3,2) = 6 already works. Indeed, through some trial-and-error, one quickly realizes
that it is impossible to find an edge-coloring of K¢ using only 2 colors that avoids
monochromatic triangles. For instance, Figure 1.4 below shows a complete graph
on 6 vertices where all but one edge have been colored either red or blue. As can
be seen from the picture, it is impossible to complete the coloring without creating
either a red or a blue triangle.

Figure 1.4: An almost-complete edge-coloring of K¢ that cannot be completed without
creating a monochromatic copy of K3. This example illustrates that it is impossible
to color K¢ using two colors without producing a monochromatic copy of K.

The best possible value for R(n,m) is called the Ramsey number for (n,m). Below
is a list of Ramsey numbers known to date:

(n,m) | Ramsey Number
(3,2) 6

(4,2) 18

3,3) 17

(3,4) 30

(5,2) unknown
3,5) unknown
4,3) unknown

1.2. Ramsey’s Theorem for 2-sets

Definition 5. A 2-set is a set consisting of exactly two elements. Given a set X, a
2-subset of X is any subset of X that is a 2-set. We will use X® to denote the set of
all 2-subsets of X.

We have already seen examples of 2-subsets in the previous section. Indeed, the
set of edges E of a graph G = (V,E) consists of 2-subsets of the set of vertices V. In
other words, E c V. Note that a graph G = (V,E) is a complete graph if and only if
E=V®,
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Definition 6. Let X be a set. A coloring of X is an assignment of a color to each
2-subset of X. We call X® monochromatic if all elements in X® have the same
color.

The following can be viewed as an “infinitary” version of Ramsey’s Theorem for
graphs.

Ramsey’s Theorem for 2-sets. Let X be an infinite set. Then for any finite coloring
of X®@ there exists an infinite subset Y € X such that Y® is monochromatic.

Proof. Fix an arbitrary element x; € X and note that any 2-set of the form {x1,x}
for x € X\{x1} has a certain color. Since the number of colors is finite but the set
X \{x1} is infinite, there exists an infinite subset X7 € X \{x1} such that all 2-sets of
the form {x1,x} for x € X7 have the same color. Now fix an arbitrary element x3 € X
and let us repeat the same procedure. Any 2-set of the form {x2,x} for x € X1 \{x2}
has a certain color. For the same reason as before, since the number of colors is finite
but the set X1\{x9} is infinite, there exists an infinite subset X9 < X1\{x1} such all
2-sets of the form {x9,x} for x € X2 have the same color. Continuing this procedure
produces an infinite sequence of distinct elements x1,x2,x3,... and a nested family
of infinite sets X 2 X; 2 X9 2 X3 2... such that for all i € N we have x;.1 € X; and
the set {{x;,x} : x € X;} is monochromatic.

Let ¢; denote the color of elements in the set {{x;,x}: x € X;}. Then c1,c9,c3,... is
an infinite sequence of colors. Since there are only finitely many different colors, one
color must appear infinitely often in this sequence. In other words, there exists a
color ¢ and an infinite sequence i1 <iz <i3<...€Nsuch that ¢;, =c for all 2 eN.

To finish the proof, define Y = {x;, : # € N} and observe that any 2-subset of Y is of
the form {x;,,x;,} for £ < ¢ eN. Since x;, € X;,_1 and X;,_1 € X;,, the 2-set {x;,,x;,}
has the color ¢. Hence all 2-subsets of Y have the color ¢, which proves that Y@ is
monochromatic. O

Proposition 7. Ramsey’s Theorem for 2-sets implies Ramsey’s Theorem for graphs.

Proof. We shall prove the contrapositive. Suppose V1, Vs,... is an infinite sequence
of distinct vertices and let Kr denote the complete graph on the vertices V1,...,Vz.
If Ramsey’s Theorem for graphs is false then for some n,m € N and every R €
N there exists an edge-coloring yr: {(Vi,...,Vg}® — {1,...,m} of Kz admitting no
monochromatic copy of K.

If s <R then any edge-coloring of Kr induces an edge-coloring of K, because
K, is a subgraph of Kz. In particular, we can restrict yr to K; and obtain an edge-
coloring of K with at most m colors admitting no monochromatic copy of K,,. Let us
denote this restriction of yg to K; by xr s.

Set 21 = N. Consider the sequence of colors (yr 2)re%,, all of which are edge-
colorings of K3. Since there are only finitely many possibilities of coloring the edges
of K9 with m colors and 2 is infinite, there exists an infinite subset Z3 = %1 such
that (Y 2)re, all yield the same edge-coloring of K. Next, we can repeat the same



argument with 23 in place of #Z; and yg 3 in place of yr 2. Indeed, since there
are only finitely many possibilities of coloring the edges of K3 with m colors and
(xr,3)rRe%, is an infinite sequence of edge-colorings of K3, there exists an infinite
subset Z£3 © %2 such that all colorings in (yr 3)re%, are identical. By continuing
this procedure we end up with an infinite family of nested sets 21 2 %Z22%32...
such that all edge-colorings in {yr s : R € %} are identical. In other words, for all
R1,R9 € Z; and all distinct i, € {1,...,s} the edge {V;,V;} has the same color with
respect to Yz, and xg,.

Next define a finite coloring of N® by assigning to each 2-subset {i, j} € N® the
same color as the edge {V;,V;} under the coloring xr, where R is any element in %;
and s is any number bigger than both i and j. Due to our construction, the choice of
the color does not depend on which R € Z; or which s bigger than i and j we choose.
To finish the proof, note that with this coloring of N® there does not exist a subset
Y =N with |Y| > n and such that Y® is monochormatic, because the existence of
such a set would imply the existence of a monochromatic copy of K, with respect
to the coloring yr for sufficiently large R, which we know is not possible. This also
means that there exists no infinite subset Y <N such that Y? is monochormatic,
thus contradicting Ramsey’s Theorem for 2-sets.

O
1.3. Schur’s Theorem
Fermat’s Last Theorem states that for m > 3 the equation
"+ y"=2" (1.8.1)

has no positive integer solutions x,y,z € N. For centuries, this remained one of the
biggest open problems in mathematics, and one whose intriguing nature captivated
many mathematicians. Among them was also Issai Schur, who investigated a
natural, localized version of Fermat’s Last Theorem. More precisely, he wondered
whether for any m > 2 the congruence equation

2" +y™=2" (mod p) (1.3.2)

possesses non-trivial solutions for all but finitely many primes p. Note that any non-
trivial solution to Fermat’s equation x™ + y™ = 2™ also offers a non-trivial solution
to Schur’s equation x™ + y™ = 2z™ (mod p) for all primes p satisfying p > 2™, but not
the other way around. In order to address (1.3.2), Schur proved a theorem that is
often regarded as the earliest result in Ramsey Theory:

Schur’s Theorem ([Sch17]). For any m € N there exists S = S(m) € N such that if
the set {1,2,...,S} is colored using at most m colors then there exist monochromatic
x,y,2€{1,2,...,S} withx+y==z.
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Proof. Take S =R(3,m), where R(3,m) is the Ramsey number for (3,m). Let Kg de-
note the complete graph on S vertices and denote the vertices of Kg by V1,Vs,...,Vs.
Any coloring of the set {1,2,...,S} induces an edge-coloring on Kg by assigning to
each edge {V;,V;} the color of the number [i - j| €{1,2,...,8}. According to Ramsey’s
Theorem for graphs, Kg contains a monochromatic triangle. Let V,, V3, and V., for
a < b < c, be the vertices of this monochromatic triangle. By setting

x=b-a, y=c-b, and z=c—a,
it is then easy to check that x,y,z have the same color and satisfy x + y = z. O
The smallest possible positive integer S(m) for which the conclusion of Schur’s

Theorem holds is referred to as the Schur number for m. The known Schur numbers
to date are:

Schur Number
5
14
45
161
unknown
unknown

<N ooy x| S

Here is an example from Schur’s original paper [Sch17] of a 3-coloring of {1,2,...,13}
admitting no monochromatic solution to the equation x + y = z:

color 1: {2,3,11,12}
color 2: {5,6,8,9}
color 3: {1,4,7,10,13}

More examples along these lines can be found here: https://oeis.org/A030126.

The proof that the Schur number for 5-colorings equals 161 took up 2 petabytes of
space. Even though every 5-coloring of {1,...,161} admits a monochromatic solution
to x + y = z, there are 2447113088 many 5-colorings of {1,...,160} admitting no
monochromatic solution to x + y = z.

With the help of the above theorem, Schur was able to show that, contrary to
Fermat’s equation (1.3.1), its “local” counterpart (1.3.2) does possess non-trivial
solutions.

Theorem 8. Let m € N. There exists F = F(m) such that for all prime numbers
p > F there exist x,y,z€{1,2,...,p—1} with x™ + y™ =2 (mod p).

For the proof of Theorem 8, we will need the following basic fact from algebra,
the proof of which is left to the interested reader.


https://oeis.org/A030126

Lemma 9. Let (K,+,-) be a field and f(x) € K[x] a polynomial of degree deg(f)=m
with coefficients in K. Then the number of roots of f(x) is at most m.

Let us now see the proof of Theorem 8.

Proof of Theorem 8. Take F = S(m), where S(m) is as guaranteed by Schur’s The-
orem. Let p be any prime number bigger than F. The set [, ={0,1,...,p —1} of
congruence classes modulo p naturally forms a field (Fp, +,) under the modular
arithmetic operations + and -. Let F, =F,\{0} and consider the set

C={x":x€ [F;}.

Note that C is a subgroup of the multiplicative group (F,,-). This means that F
can be covered by cosets of C. More precisely, there exist coset representatives
£1,82,-..,8r €[, such that

F,=81Cug2Cu...ug,C. (1.3.3)

It follows from Lemma 9 that for any y € F, the equation x™ = y (mod p) has at
most m solutions, because the polynomial x™ — y can have no more than m roots.
So any y € F, admits at most m representation of the form x™, which implies that
that m|C| > ”F;;l' It follows that C can have at most m cosets, or in other words,
r <m. Since p > F, the set {1,...,F} is a subset of IF; =1{1,2,...,p — 1} and hence
(1.3.3) yields a partition of the set {1,...,F} involving r disjoint cells. We can think
of this partition as a coloring of {1,...,F} using r colors. Since F =S(m) and r <m,
it follows from Schur’s Theorem that there exist monochromatic %,5,% € {1,2,...,F}
for which % + y = 2. Since %,%,Z have the same color, they all belong to the same
coset. In other words, there exists a coset representative g; € {g1,...,&-} such that
%,¥,2 € g;C. Take any x,y,2z € F, for which

LM

x=g;x™ (mod p), y=giy™ (mod p), and Z=g;2" (mod p),

which is possible because %, y,Z € g;C. Then we have
gix" +giy" =g;z™ (mod p),
from which it follows that

m

xm+y™

=z" (mod p),

because g; #0 (mod p). O

1.4. Ramsey’s Theorem for k-sets

Definition 10. A k-set is a set consisting of exactly £ elements. Given a set X, a
k-subset of X is any subset of X that is a k-set. We will use X® to denote the set of
all k-subsets of X.
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We have already seen Ramsey’s Theorem for 2-sets. Here is Ramsey’s result in
full generality.

Ramsey’s Theorem for k-sets ((Ram30]). Let X be an infinite set and k > 2. Then
for any finite coloring of X®) there exists an infinite subset Y < X such that Y® is
monochromatic.

Proof. Let us use a proof by induction on k. The base case of the induction, when
k = 2, follows from Ramsey’s Theorem for 2-sets established in Section 1.2. To
prove the inductive step, assume 2 > 3 and Ramsey’s Theorem has already been
proven for (k —1)-sets. Let Yo = X and fix an arbitrary element y; € Yy. Note
that any k-set of the form {y1,x2,...,x3} for {x2,...,xz} € ¥o\{y1D*~D has a certain
color, which induces a finite coloring on (Yp\{y1})*~D. Applying Ramsey’s Theorem
for (k — 1)-sets, we can find an infinite subset Y7 € Y \{y1} such that all k-sets
of the form {yq,x2,...,x3} for {xo,...,x3} € Yl(k_l) are monochromatic. Next, fix an
arbitrary element y2 € Y1 and repeat the same procedure. The given coloring of k-sets
of the form {y,%s,...,x3} for {xa,...,x} € (Y1\{y2)*~D induces a finite coloring of
(Y1 \{y2})*~D_ Applying Ramsey’s Theorem for (¥ —1)-sets once more yields an infinite
subset Y2 € Y7 \{y2} such that all k-sets of the form {yg,x9,...,xz} for {xg,...,x2} €
Yz(k ~1 are monochromatic. Continuing this procedure produces an infinite sequence
of distinct elements y1,y2,y3,... and a nested family of infinite sets X =Yy2Y;1 2
Y2 2Y32... such that for all i € N the set {{y;,x2,...,%z} : {x2,...,x2} € Yi(k_l)} is
monochromatic. Moreover, we have y;,1 €Y; for all i e N.

Let c¢; denote the color of elements in the set {{y;,x2,...,25} : {xo,...,x3} € Yi(k —by,
Since the sequence c1,c2,c3,... is infinite but the number of colors is finite, one color
must appear infinitely often in this sequence. In other words, there exists a color ¢
and an infinite subsequence ¢; ,c;,,c;;,... € N such that ¢;, = ¢ for all £ € N. To finish
the proof, define Y ={y;, : £ € N} and observe that any k-subset of Y is of the form
{yill,...,yilk} for /1 <...< /¥ €N. Since {y,-lz,...,yit,k} €Y,-l,1 because /1< ¥l3<...<¥p,
the k-set {y; tpreeeadi l’k} has the color c. Hence all k-subsets of Y have the color c,

which proves that Y*) is monochromatic. O

1.5. The compactness principle

Compactness Theorem for finite colorings. LetY be an infinite set, let m € N,
and let & be a collection of finite subsets of Y. The following are equivalent:
(1) For any coloring of Y using no more than m colors there exists A € & such
that all elements in A have the same color.
(ii) There exists a finite set Z €Y such that for any finite coloring of Z using no
more than m colors there exists A € & with A € Z and such that all elements
in A have the same color.
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Proof. The implication (ii) = (i) is immediate, so it only remains to prove (i) = (ii).
We can view a coloring of Y that uses no more than m colors as a function y: Y —
{1,...,m} simply by associating a number from 1 to m with each color. This means
the space of all possible colorings of Y can be identified with the product space
{1,...,m}¥. Note that the finite set {1,...,m}, endowed with the discrete topology, is
a compact Hausdorff space. By Tychonoff’s theorem, {1,...,m}¥ endowed with the
product topology is therefore also a compact Hausdorff space.

For any finite non-empty set Z €Y let 67 be the set of all colorings in {1,...,m}¥
for which there is monochromatic A € & with A € Z. Then %7 is an open set in the
product topology on {1,...,m}¥ . Moreover, in light of statement(i), we have

U <¢z=1,....m}".

ZcY
0<|Z|<o0

By compactness, it follows that there is some finite non-empty set Z Y such that
6z =11,...,m}Y, completing the proof. O

1.6. Ramsey’s Theorem for hypergraphs

A hypergraph is a generalization of a graph in which an edge can join multiple
vertices at once.

Definition 11. Let £ € N. A k-uniform hypergraph is a pair G =(V,E) where V is a
set of points, called vertices, and E < V*) is a set of k-subsets of V, called hyperedges.

Given k,n € N with & < n, a complete k-uniform hypergraph on n vertices is a
k-uniform hypergraph G = (V,E) where the set of vertices has cardinality n and
where every set of & distinct vertices in V is connected by an edge. In other words,
G =(V,E) is a complete k-uniform hypergraph on n vertices if [V|=n and E = V®),

Ramsey’s Theorem for hypergraphs. For any n,m,k € N there exists a number
R =Ry(n,m) e N such that any edge-coloring of a complete k-uniform hypergraph
on R vertices with at most m colors admits a monochromatic copy of a complete
k-uniform hypergraph on n vertices.

Proof. Let n,m,k € N be given. If follows from Ramsey’s Theorem for k-sets that
for any m-coloring of N® there exists a set S <N with |S| = n such that S® is
monochromatic. If we now apply the Compactness Theorem for finite colorings to
this statement (with Y = N® and & ={S® : S c N, |S|=n}), it follows that there
exists some integer R = R;(n,m) such that for any m-coloring of {1,... ,R}® exists
a set S c{1,...,R} with |S| = n such that S® is monochromatic. But note that
{1,...,R}® can be identified with a complete k-uniform hypergraph on R vertices,
and S® with a complete k-uniform hypergraph on n vertices. This finishes the
proof. O
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Figure 1.5: Here is an example of a 3-uniform hypergraph with vertices V =
{7,13,17,23,53,73,97,103,137,193}, where three vertices are connected by a hy-
peredge if and only if their squares form a 3-term arithmetic progression. For
example, {7,13,17} is an edge, because 72,132,172 are in an arithmetic progression.

1.7. Erdos-Szekeres’ Theorem on convex
polygons

Definition 12. A non-empty set C < R? is called convex if for any ¥,5 € C and
A€[0,1]one has AXx+(1-A)yeC.

The point AX + (1 — A1)y is usually referred to as a convex combination of the
points ¥ and y. Also observe that the set {Ax+(1—-1)y: A €[0,1]} is just an algebraic
description for the line segment joining the points ¥ and y.

Figure 1.6: A convex polygon (left) and a non-convex polygon (right).

Definition 13. The convex hull of a non-empty set K < R? is the smallest convex set
that contains K.
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Since the intersection of convex sets is again a convex set, it follows that the
convex hull of K equals the intersection of all convex sets that contain K. The convex
hull can also be described algebraically as the set of all finite convex combinations
of elements in the set. More precisely, if K is a subset of R? and we use conv(K) to
denote its convex hull, then

conv(K)={w1Z1+...+wypzZ¢: €N, Z1,...,Z0€ K, wy,...,wp€[0,1], wi+...+we =1}

1.7.1)

Mind that the convex hull of K should not be confused with the closed convex

hull of K, which is defined as the smallest closed convex set that contains K, and is
usually denoted by conv(K) instead of conv(K).

Definition 14. A non-empty set of points K < R? is said to be in convex position if
no point ¥ € K belongs to the convex hull of K\ {x}.

For example, a finite set K < R? is in convex position if and only if its elements
are the corners of a convex polygon.

Definition 15. A set K < R?2 is called discrete if it has no accumulation points.

Erdos-Szekeres’ Theorem on points in convex position. Let K be an infinite
discrete set of points in R2. Then either there is an infinite subset of K whose points
lie on a straight line or there is an infinite subset of K whose points are in convex
position.

For the proof of Erdos-Szekeres’ Theorem on points in convex position we will
need the following classical result from convex geometry.

Carathéodory’s theorem. Let K < R? with |K| > 4 be given. Then K is in convex
position if and only if any four distinct points from K form a convex quadrilateral.

Proof. Clearly, if K is in convex position then any quadrilateral formed using points
from K is convex. To prove the converse, we will show that if K is not in convex
position then there exist four points in K such that one of these points lies within
the triangle spanned by the others.

Suppose K is not in convex position. Then there exists a point ¥ € K lying in the
convex hull of K’ = K\{x}. In light of (1.7.1), this means that we can write ¥ as

X=wiZ1+...tweZy, 1.7.2)

where Z1,...,Z0€ K' and w1,...,w, €[0,1] with w1 +...+w, = 1. Note that we can
assume without loss of generality that Z1,...,Z, are in convex position. Indeed, if
for example Z, belongs to the convex hull of Z1,...,Z/—1 then we can express Z, as
a convex combination of Z1,...,Zy_1 and substitute this representation in (1.7.2),
allowing us to represent X as a convex combination of Z1,...,2¢_1 instead of Z1,...,Z,.
Thus, invoking induction on ¢, we may assume that Z;,...,Z, are in convex position.
This implies that Z1,...,Z, form the corners of a convex polygon. Since X lies inside
this polygon and since convex polygons decompose into triangles (as illustrated in
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Figure 1.7: A convex polygon divided into triangles.

Figure 1.7), there exists i <j <k €{1,...,#} such that X lies in the triangle spanned
by Z;,Z;,2s, finishing the proof. O

Proof of Erdés-Szekeres’ Theorem on points in convex position. Let K < R? be infi-
nite. We begin by coloring K® by assigning the color red to {%,7,2} € K® if the
points X,¥,Z are collinear and the color blue otherwise. According to Ramsey’s The-
orem for k-sets, there exists an infinite set L < K such that all 3-sets in L® have
the same color. If this color is red, then any three distinct points in L are collinear.
This can only happen if all the points in L lie on a straight line, in which case we are
done.

It remains to deal with the case when all elements in L® are blue, i.e., when
no three points in L are collinear. In this situation, we need to apply Ramsey’s
Theorem one more time. Note that L is a discrete set. This implies that for any
three points %, 5,z € L the triangle AXyZ contains only finitely many points from
L. Color all elements in L® by assigning the color red to the 3-set {%, 7,2} € L® if
the triangle AXyZ contains an even number of points from L, and the color blue
otherwise. By Ramsey’s Theorem for k-sets there exists an infinite set C < L such
that C® is monochromatic. We claim that C is in convex position. Indeed, if C
were not in convex position then, in view of Carathéodory’s theorem, there exist
four points w,%,y,Z € C such that & lies inside the triangle Ao = AXyZ. Note that Ag
splits into three smaller triangles, A1 = AwWyZ, Ag = AiwxZ, and Ag = AwXYy, as seen
in Figure 1.8. For i =0,1,2,3 let #A; denote the number of points from L inside the

‘Nl

1
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triangle A;. Since no three points from L are collinear, there are no points on the
boundary of any of these triangles aside from their corners. This means that the
number of points from L inside A equals the combined number of points inside the
three smaller triangles plus the point @, or in other words,

#Ag =#A1+#Ag +#A3+1. (1.7.3)

Recall that C® is monochromatic. If all elements in C® are red then the quantities
#Ao, #A1, #A2, and #A3 are even numbers. This would imply that the left hand
side of (1.7.3) is an even number whereas the right hand side is an odd number, a
contradiction. Similarly, if all elements in C® are blue then #Aq, #A1, #Ag, #A3 are
odd numbers, implying that the left hand side of (1.7.3) is odd whereas the right
hand side is even. Either way, we have obtained a contradiction, which means that
C is in convex position. O

The following is a big open conjecture at the interface of convex geometry and
Ramsey theory, posed by Erdés and Szekeres in 1960.

Conjecture (Erdés-Szekeres convex polygon problem). Letn > 3. Any set of 2" 2+1
points in the plane, no three of which are collinear, contains a subset of n points in
convex position.

1.8. Erdos-Szekeres’ Theorem on monotone
paths

Erdés-Szekeres’ Theorem on monotone paths. Fix n,m € N. Any sequence
of distinct real numbers of length at least nm + 1 admits either a monotonically
increasing subsequence of length n + 1 or a monotonically decreasing subsequence of
length m + 1.

Proof. Let x1,x9,...,%nm+1 be a sequence of real numbers of length nm + 1. Label
each element x; in the sequence with the pair (a;,b;), where a; is the length of the
longest monotonically increasing subsequence ending with x; and b; is the length of
the longest monotonically decreasing subsequence ending with x;. Note that any two
elements in the sequence are labeled with a different pair: if i < j and x; <x; then
a; <aj, and on the other hand if x; > x; then b; <b;. Ifa; <n and b; <m for all ;
then there are only nm possible labels, contradicting the fact that there are nm + 1
elements in the sequence each with a unique label. It follows that either a; >n or
b; > m for some i, yielding either an increasing sequence of length at least n+ 1 or a
decreasing sequence of length at least m + 1. O






Chapter 2

van der Waerden’s Theorem

2.1. Notions of largeness

The goal of this section is to develop a general framework for dealing with notions
of largeness for sets. In what follows, let X be a set and 22 a family of subsets of X.
Since any reasonable notion of largeness is closed under supersets, the following
definition will be very useful for our purposes.

Definition 16. We call 22 upward closed if forall AcB< X wehave A€ ¥ — Be
@,

Natural examples of upward closed families include the set of all infinite subsets
and the set of all cofinite subsets of a given infinite set X,

Pnr={A c X : A is infinite} and Peotin = {A € X : A is cofinite}.

Another example of an upward closed family is the collection of all sets that share a
common point,

Py={AcX:xe€A}
where x € X is fixed.
Definition 17. The dual family of 22, denoted by 22*, is defined as
P*={AcX:ANB# @ for all Be Z}.

The families Pnr and Peofin are mutually dual, meaning that &, . = Peofin and
P sn = Pinf, Whereas the family & is self-dual in the sense that &,y = 2. Note
that if 22 is upward closed then its dual 22* is also upward closed. Also, if &2 is
upward closed then we have the following two convenient properties:

* For any set AcX,
AeP* — A°¢ 2, (2.1.1)

17
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where A° = X\ A denotes the complement of A in X.
o P =2,

Definition 18. The family £ is called partition regular if for any finite coloring of a
set A € 2 there exists a monochromatic subset of A that belongs to 22.

Using a standard “color blindness” argument, we deduce that any upward closed
family 22 is partition regular if and only if for any disjoint A,B<c X with AuBe 2
either A € 22 or B € 2. With some additional work, one can even remove the word
disjoint from this statement.

Definition 19. We say a family of sets &2 is closed under finite intersections if for
any Ai,...,Ar€ 2 wehave A1N...NApeP.

Coming back to our previous examples, we see that the family 22,¢ is partition
regular but not closed under finite intersections, whereas the family 22,4, is not
partition regular but closed under finite intersections. In contrast, the family 22,
is simultaneously partition regular and closed under finite intersections. These
observations are explained by the next proposition.

Proposition 20. Let &? be an upward closed family of subsets of a set X. Then &?
is partition regular if and only if 22* is closed under finite intersections.

Proof. (=) Suppose & is partition regular, let Aj,...,A; € 2%, and define C; = A{
fori=1,...,k. In view of (2.1.1) we have Cy,...,Cp ¢ 2. As & is partition regular, it
follows from C1,...,Cp ¢ 22 that Ule C; ¢ 2. Using (2.1.1) once more we get

(CJ Ci)c = ﬁAi ¢ P,
i=1 i=1

This proves that 22* is closed under finite intersections.

( < ) Assume 2?* is closed under finite intersections, let Cy,...,Cr € &2, and
assume Ui?=1 C;i€P. Define A; =C; for i =1,...,k and note that from (2.1.1) and
Uii’=1 C; € & we have

A; ¢ P,

k
=1

13
Since 2* is closed under finite intersections, it follows that for some i € {1,...,k} we

must have A; ¢ 22*. By (2.1.1) we conclude that C; € 22, showing that 2?2 is partition
regular. O

Proposition 21. Let & be upward closed. Then the family Z AP?* ={ANB:A¢€
2, B € 92*} is partition regular.

Proof. Suppose C € 22 A 2?*. It suffices to show that if C=C;UCg withC1nCa =9
then either C1 € ZAP* or Cg e P ANPP*. Pick A € 22 and B € * such that C = AnB,
and define D = C;UAFC. If D € 22* then C1 = AN D belongs to 2 A 2?* and we are
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done. On the other hand, if D ¢ 22* then D¢ € & (by (2.1.1)) and Cg = D° n B, which
implies Cg € 22 A 2?* and we are also done. O

2.2. Syndetic sets and thick sets

In what follows, let A—n={meN:m+neA}.

Definition 22. A set of positive integers S €N is called syndetic if there exists h € N
such that SU(S-1)u...u(S—-h)=N.

Observe that syndetic sets are characterised by the property that the distance
between consecutive elements is bounded. In other words, if s1 < s <... is an increas-
ing enumeration of elements in S then S is syndetic if and only if supgen(Sz+1 —82) <
oo. For this reason, syndetic sets are sometimes also referred to as sets with bounded

gaps.

Definition 23. A set of positive integers T' < N is called thick if for every A € N the
intersection T'N(T'—1)N...N (T —h) is non-empty.

Thick sets are characterized by the property that they contain arbitrarily long
blocks of consecutive integers, i.e., a set 7' = N is thick if and only if for every A € N
there exists n € N such that {n,n+1,...,n+h}cT.

Let us use Pgyn to denote the family of all syndetic subsets of N and ZPcx for
the family of all thick subsets of N.

Proposition 24. The families Psyn and Pk are dual, i.e., QZS’;n = Pihick and
'gbt;ﬁck = gbsyn-

Proof. Since any syndetic set has bounded gaps, it must have non-empty intersection
with any thick set, because thick sets contain arbitrarily long intervals. From this, it
follows that Psyn € P . .- On the other hand, if a set intersects every thick set then
its complement cannot be thick. If the complement is not thick then the set itself
must have bounded gaps, i.e., it is syndetic. This implies &, . , € Psyn. In conclusion,

we have Py, = P .\, which implies Qas’gn = P = Phhick as desired. O
Definition 25. Sets belonging to sy, A Pinick are called piecewise syndetic sets.

Piecewise syndetic sets are characterized by the property that they have bounded
gaps on arbitrarily large intervals. Here is a more intuitive explanation of what
this means. Let A be a subset of N and let a, denote the n-th element of A,
so that a1,a9,as,... becomes an increasing enumeration of elements in A. Then
A is piecewise syndetic if and only if there exists some number A € N with the
following property: Somewhere in A = {a1,a2,as,...} there are two consecutive
elements a,,a,+1 whose distance a,+1 —a, is at most A. Somewhere else in A
there are three consecutive elements a,,,@,+1,@m+2 such that the distance between
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the first and the second a,,+1 — @, and the distance between the second and the
third a,,+2 —am,+1 are at most 2. Then, somewhere else in the set, there exist four
consecutive elements ax,ar:1,8512,a1+3 such that the distances a1 —ag, apio—
ar+1, Ap+3 —ap42 are all at most A. And so on. This is another way of characterizing
piecewise syndeticity.

Corollary 26. Piecewise syndetic sets are partition regular.
Proof. This follows by combining Proposition 21 and Proposition 24. O

Proposition 27. Let A <N be piecewise syndetic. Then there exists a syndetic set
L such that for any finite, non-empty F € L the intersection

NA-n) (2.2.1)

neF
is piecewise syndetic.

Proof. Since A is piecewise syndetic, there exist a syndetic set S and a thick set 7" so
that A =S N7T. Any thick set contains arbitrarily long intervals. Hence, by passing
to a subset of T if necessary, we can assume without loss of generality that

T =la1,b1]Ulaz,b2]Ulas,bslu...

where a1 < b1 < ag < bg,... € N with b, —a, — 0o as n — co. Since S is syndetic,
there exists A € N for which SU(S—-1)u...U(S—A+1)2N. Our goal is to construct
a sequence [g<li<lg<...eNsuchthatl,,1 -1, <hforallneNand
n
(A — 1) is piecewise syndetic (2.2.2)
k=0

for all n € N. Once this task has been accomplished, we can take L ={l,, : n € N}
and we are done. Indeed L is syndetic because it has gaps bounded by 2 and (2.2.2)
implies (2.2.1).

Let us now proceed with the construction of the sequence [y <1 <Il3<..., for
which we use induction. Define /o =0. If lo,1,...,l, have already been found, then
l,.+1 is constructed as follows: Define A,, = ﬂZzO(A —1Ilz) and notethat A, < AcT.
Since SU(S-1)u...u(S—hA+1)2N, we also have (S—-1,,—1DuU(S -1, —2)u...U(S —
ln—h)2N. In particular, by defining A, ; =A, N(S -1, —i) we get

Ap=A,1U...UA, ;.

Using Corollary 26, it follows from the fact that A, is piecewise syndetic that for
some i €{1,...,h} the set A, ; is also piecewise syndetic. Define /,,1 =1, +i and note
that

An,i =A,N(S -1ly41).
To finish the proof, let Temainder = T\(T' —1,+1) and note that
An,i = (An,i Nn(T - ln+1)) u (An,i N Tremainder)a
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because A, ; = T. Since A, ; is piecewise syndetic, and the set
Tremainder S[b1—1lp+1+1,b11Ulb2 —1p+1+1,b2]Ulb3 1541+ 1,b3]U...

is clearly not piecewise syndetic, we conclude from Corollary 26 that A, ; N(T —1;1)
must be piecewise syndetic. Thus the set

n+l
n A-Ilp)=A,nA-1p+1)
k=0
=A,NES =1 1)N(T =1p41)
= An,i N(T-1y+1)
is piecewise syndetic, finishing the proof. O

From Proposition 27 we immediately obtain the following interesting corollary.

Corollary 28. For any piecewise syndetic A €N there exist infinitely many n € N
such that A N (A —n) is piecewise syndetic.

2.3. van der Waerden’s Theorem - equivalent
forms

van der Waerden’s Theorem is one of the key results in Combinatorial Number
Theory.

van der Waerden’s Theorem ([vdW28]). For any k € N and any finite coloring of
N there exists a monochromatic k-term arithmetic progression.

l[1]2|3]|4|5]|6|7|8]|9]|10/11[12|18|14|15|16|17|18|19|20|21|22|23|24]|25|26|27|

Figure 2.1: An example of a 3-coloring of the set {1,2,...,27}. Can you find a
monochromatic arithmetic progression of length 3?

Proposition 29. Fix k € N. The following are equivalent:

(i) (van der Waerden’s Theorem — infinitary version). For any finite coloring of N
there exists a monochromatic k-term arithmetic progression.

(ii)) (van der Waerden’s Theorem — finitary version). For any r € N there exists
W = W(r,k) € N such that if the set {1,2,...,W} is colored using at most r
colors then there exists a monochromatic k-term arithmetic progression in
{1,2,...,W}.

(iii)) Any syndetic set S =N contains a k-term arithmetic progression.
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(iv) For any piecewise syndetic A =N there exists d € N and a piecewise syndetic
set B =N such that for all b € B we have {b+d,b+2d,...,b+kd} S A.

Let us now provide a proof of Proposition 29.

Proof of (i) < (ii). This equivalence follows immediately from the Compactness
Theorem for finite colorings (see Section 1.5) applied to the set Y =N and the family
ZF ={{a,a+d,...,a+(k—1)d}:a,d eN}.

]

Proof of (i) = (iii). Let S <N be syndetic. By definition, this means there exists
h € N such that SU(S - 1)U...u(S —h) covers N. We can interpret this finite
partitioning of N as a finite coloring of N using at most 4 colors. According to (i), one
of the cells of the partition, say S — j, contains a k-term arithmetic progression. But
if S — j contains a k-term arithmetic progression then shifting this progression by j
shows that S also contains a k-term arithmetic progression. O

Proof of (iit) = (iv). Let A =N be piecewise syndetic. Using Proposition 27 we can
find a syndetic set L such that for any finite, non-empty F < L the intersection

N(A-n) (2.3.1)
neF
is piecewise syndetic. According to part (iii), the syndetic set L contains a k-term
arithmetic progression, i.e., there exist a,d € N such that {a,a+d,...,a+(k-1)d} S L.
In view of (2.3.1), the set B'=(A-a)n(A-a—-d)n...Nn(A —a—(k-1)d) is piecewise
syndetic. This implies that the set

B=(A-d)n...n(A-kd)

is also piecewise syndetic, because B = B’ —d +a. It is now easy to check that for all
beB we have {b+d,b+2d,...,b+kd} < A as desired. O

Proof of (iv) = (i). If N is colored using finitely many colors then, according to
Corollary 26, there exists a monochromatic piecewise syndetic set. By part (iv), any
piecewise sydnetic set contains a k-term arithmetic progression. It follows that there
exists a monochromatic k-term arithmetic progression. O

The smallest possible number W(r,k) in part (ii) of Proposition 29 is called the
van der Waerden number for (r,k). Below is a table of known van der Waerden
numbers (or best known lower bounds):

The best known upper bound on van der Waerden numbers that holds for all
r,k>2is

22k+9

Wr,k)<2¥
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k/r 2 Colors 3 Colors 4 Colors 5 Colors 6 Colors

3—Term |9 27 76 > 170 > 225

4 —Term |35 293 > 1,048 > 2,254 > 9,778

5—Term |178 > 2,173 > 17,705 > 98,740 > 98,748

6 — Term | 1132 > 11,191 > 91,331 > 540,025 > 816,981

7—Term |> 3,703 > 48,811 > 420,217 > 2,941,519 > 20,590,633

8 — Term | > 11,495 > 238,400 > 2,388,317 > 16,718,219 > 117,027,533

9 — Term | > 41,265 > 932,745 > 10,898,729 > 79,706,009 > 557,942,063

10 — Term | > 103,474 | > 4,173,724 | > 76,049,218 > 542,694,970 > 3,798,864,790
11 — Term | > 193,941 | > 18,603,731 | > 329,263,781 | > 3,621,901,591 | > 39,840,917, 501
12 — Term | > 638,727 | > 79,134,144 | > 1,536,435,264 | > 16,900, 787,904 | > 185,908, 666, 944
13 — Term | > 1,642,309 | > 251,282,317 | > 5,683,410,589 | > 73,884,37,657 | > 960,496,389, 541

2.4. Proof of van der Waerden’s Theorem

Color Focusing Lemma. Let k£ € N and suppose van der Waerden’s Theorem has
already been proven for k. Then for any finite coloring of N and any r € N there
exist monochromatic piecewise syndetic sets Ag,A1,...,A, €N such that for all
0<i<j<r there exists u € N with

{a+u,a+2u,...,a+ku:acA;}cA,. (2.4.1)

Proof. We proceed by induction on r. It follows from Corollary 26 that there exists
a monochromatic piecewise syndetic set Ao =N. If Ay,...,A,_1 have already been
found then A, is constructed as follows. According to part (iv) of Proposition 29,
there exists a piecewise syndetic set B < N and some d <N such that for all b € B
we have {b+d,b+2d,...,b+kd} < A,_1. The finite coloring of N induces a finite
partition of B. Hence, using Corollary 26 once more, we can find a monochromatic
piecewise syndetic set A, < B. Thus

fa+d,a+2d,...,a+kd:a€A}SA, 1. (2.4.2)

Let 0<i<j<r. If j<r then (2.4.1) follows from the induction hypothesis. If j=r
then we can first use the induction hypothesis to find some @ € N such that

{a+i,a+2i,...,.a+kii:a€A,_1} S A;. (2.4.3)

Then, by defining u =i + d and combining (2.4.2) and (2.4.3), we obtain {a + u,a +
2u,...,a+ku:a€A,} < A; as desired. O

Proof of van der Waerden’s Theorem. We proceed by induction on k2. If 2 = 2 then
van der Waerden’s Theorem is trivial. So let us assume that 2 > 2 and that van der
Waerden’s Theorem has already been proven for k. We want to show that any finite
coloring of N admits a monochromatic (%2 + 1)-term arithmetic progression.
Suppose N is colored using m colors. By applying the Color Focusing Lemma
with r = m we can find monochromatic piecewise syndetic sets Ag,A1,...,An SN
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21 22 23 24 25 i
2 Sl 2 2
2 2

Figure 2.2: Since N(3,3) = 27, there exists no 3-coloring of the set {1,2,...,27} without
a monochromatic 3-term arithmetic progression. But there exist 48 distinct colorings
of the set {1,2,...,26} without a monochromatic 3-term arithmetic progression. A
complete list of these 48 colorings, denoted by p1,...,p48, is depicted above.

such that for all 0 < i <j < m there exists u € N with
{a+u,a+2u,...,a+ku:acA;}cA,. (2.4.4)

Since there are m +1 sets Ag,A1,...,A;, but only m colors, two of the sets must have
the same color. In other words, there exist 0 <i < j <m such that A; and A; have
the same color. Take any u € N for which (2.4.4) is satisfied and take any a € A;.
Then the (k& + 1)-term arithmetic progression a,a + u,...,a + ku is monochromatic,
finishing the proof. O

2.5. Gallai’s Theorem

What if instead of finitely coloring the positive integers N as in Schur’s Theorem
or van der Waerden’s Theorem, one colors the integer lattice points in the plane N2,
This begs the following natural quesiton.

Question 30. Is it possible to find for any finite coloring of N? a monochromatic
square (a,b),(a +h,b),(a,b+h),(a+h,b+h)?
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An affirmative answer to Question 30 is provided by Gallai’s Theorem, which can
the viewed as a higher-dimensional generalization of van der Waerden’s Theorem.
We need the following definition.

Definition 31. Let V,W < Z¢. We say that W is homothetic to V if V can be shifted
and dilated to become W, i.e., there exist & € Z% and A € Z\{0} such that W = AV +ii.

Figure 2.4: Two homothetic pyramids.

Gallai’s Theorem. Let V be a finite subset of Z%. For any finite coloring of Z¢
there exists a monochromatic set of points homothetic to V.

We can reduce Gallai’s Theorem to the following.

Theorem 32. For any finite coloring of Z° there exist (a1,...,aq) € Z% and h N
such that the d-dimensional “cube”

{@1+ée1h,...,a5+€qh):€1,...,64 €{0,1}}
is monochromatie.

Proof that Theorem 32 implies Gallai’s Theorem. Let V = {v1,...,0,} be a finite sub-
set of Z¢ and suppose y: Z¢ — {1,...,m} is a coloring of Z¢ using at most m colors.
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Define a coloring j: Z" — {1,...,m} of Z" as
i(ny,...,n)=x(n1v1+...+n,0,), Y(ni,...,n,)eZ".

By Theorem 32, there exist (a1,...,a,) € Z" and A € N such that {(a1+£1A,...,a,+&-h):
€1,...,&r €10, 1}} is monochromatic. Define

u=ai01+...+a,0r and A=h.

Then the set AV + & is homothetic to V and monochromatic with respect to the
coloring y. O

Proof that Gallai’s Theorem implies Theorem 32. Suppose y: Z¢ — {1,...,m} is a fi-
nite coloring of Z¢. Let

H ={(e1,...,€4) : €1,...,€4 €{0,1}}

denote the unit cube in Z%. By Gallai’s Theorem, we can find a homothetic image of
H that is monochromatic with respect to y, finishing the proof. O

The proof of Gallai’s Theorem is omitted.
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Hindman’s Theorem

3.1. Filters and Ultrafilters

Definition 33. Let X be a non-empty set. A family & of subsets of X is called a
filter on X if
() ¢ & and X € &;
(il) & is upward closed (see Definition 16);
(iii) & is closed under finite intersections (see Definition 19).
We call & an ultrafilter if it satisfies (i) —(iii) and, additionally,
(iv) & is maximal, i.e., no other filter on X contains & as a proper subset.

Example 34. ¢ Recall from Section 2.1 that Z.s, = {A € X : AC is finite} de-

notes the family of all cofinite subsets of X. This family forms a filter, called
the Fréchet filter on X.

e If (X, 1) is a topological space with topology 7, then the neighbourhood system
% (x)={U <X :30 € T with O €U and x € O} is the collection of all neighbour-
hoods of a point x € X and forms a filter.

e If (X, </, p) is a probability space with sigma-algebra <« and probability mea-
sure p then the collection of measurable conull sets /' ={A e/ :u(A)=1}isa
filter on X.

Proposition 35. Let & be a filter on X. Then & is an ultrafilter if and only if it is
partition regular (see Definition 18).

Proof. Let us first show that if & is an ultrafilter then it is also partition regular.
Let A € & be arbitrary and suppose A = A1 UA2. Our goal is to prove that either
AieF or Ag e F. Suppose A1 ¢ &#. Then we must have BNnAg # @ for all B € &,
because if there exists B € & with BNnAg =@ then A; 2 AnB e &, contradicting
A, ¢ &. It follows that the family {BnAg : B € &} does not contain the empty set

27
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and hence
4={CcX:A1Be &%, BnAycC}

is a filter. Since & is maximal and & € ¥, we get & =¥%. Finally, since As € 4 we
conclude Ay € & as desired.

It remains to show that if & is partition regular then it is an ultrafilter. Suppose
¥ is a filter on X with & € ¥. For any A € ¢ we must have A° ¢ 4, because
otherwise filter property (iii) would imply A N A° = @ € ¢, which would contradict
filter property (i). Since A€ ¢ ¢, it also follows that A€ ¢ & because & c 4. Since &
is partition regular and A€ ¢ &, we conclude that A € &. This proves that & =¥
and hence & is an ultrafilter. O

Corollary 36. A filter & on X is an ultrafilter if and only if for any A < X either
AeF orA°eZ.

Proof. This is an immediate consequence of the statement of Proposition 35. O

3.2. The Stone-Cech Compactification of N

Definition 37. Ultrafilters of the form §,, = {A =N :n € A} for n € N are called
principal. All other ultrafilters are called non-principal.

Proposition 38. There exists a non-principal ultrafilter.

Proof. Consider the Fréchet filter on N, 2.6, = {A €N : A€ is finite}, and order all
filters & that contain 22,5, as a subset under set-inclusion. Since an arbitrary
union of nested filters is again a filter, we see that any chain in this partial ordering
has an upper bound. Thus, by Zorn’s Lemma, there exists a maximal element p with
respect to this partial ordering. By maximality, p must be an ultrafilter. Moreover,
since p contains Z,a, as a subset, it cannot be a principal ultrafilter. O

__ Henceforth, let SN denote the set of all ultrafilters on N and, for A =N, write
A ={p € pN:A e p}. Weobserve that sets of the form A are closed under intersections,
because ANB =AnNB. In particular, {A : A €N} forms the basis for a topology on

BN.

Definition 39. The space AN, endowed with the topology generated by {A : A SN},
is called the Stone-Cech compactification of N.

Proposition 40. The topology on BN is compact Hausdorff.
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Proof. To show that the topology on AN is compact, it suffices to show that for any
cover of BN, consisting of elements from the basis of the topology {A : A =N}, there
exists a finite subcover. Let (A;);es be such a cover of SN. Consider

F ={BcN:3iy,...,ip €I with A} n...nA] cB},

and note that & satisfies properties (ii) and (iii) of the definition of a filter.

We now distinguish two cases, the case @ ¢ & and the case ¢ € &. If @ ¢ & then
& also satisfies property (i) of the definition of a filter and hence & is a filter. As we
have seen in the proof of Proposition 38, any filter can be extended to an ultrafilter
using Zorn’s Lemma. Let p € BN be an ultrafilter that extends &, i.e., & < p. Then
A? ep for all i € I by construction. This implies p ¢ A; for all i € I, which contradicts

the fact that (A;);cr covers all of BN. We conclude that @ ¢ & cannot happen.

So we must be in the second case, when @ € &. This means there exist i1,...,iz €1
with A n...NnA? =¢@. But then Zil,...,Zik is a finite subcover and we are done
with the proof that BN is compact.

To prove that the topology on BN is Hausdorff, let p,q € BN be two distinct
ultrafilters. Since p # q, there must either be a set in p that is not in g or there must
be a set in q that is not in p (because otherwise p and ¢ would contain the same sets
and hence would be the same). Suppose there is a set A with A € p and A ¢ q. By
Corollary 36 we have A° ¢ p and A€ € g. We have found two disjoint open sets A and
Ac that separate p and g, proving that the topology on BN is Hausdorff. O

An embedding of a topological space as a dense subset of a compact space is
called a compactification.

Corollary 41. BN is a compactification of N.

Proof. The map i: n— 6, that sends a positive integer n to the principal ultrafilter
0, ={AcN:neA}is an embedding of N into SN. Since {6, : n € N} = N = BN, we see
that N embeds as a dense set in SN, proving that SN is a compactification of N. [

3.3. Ellis-Numakura Lemma

Definition 42, If S is a set and -: S xS — S a binary operation on S satisfying the
associative property

(a@-b)-c=a-(b-c), Va,b,c€ S,
then (S,-) is called a semigroup.

Perhaps the most well-known semigroup is (N, +), but other semigroups also
show up naturally in various different settings. For instance, the set XX of all
functions from X to X is a semigroup under composition o: XX x XX — XX because
composition of functions is always associative.
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Definition 43. Suppose (S,-) is a semigroup and 7g is a topology on S. If for any
fixed b € S the map a — a- b is continuous then (S,-) is called right-topological.

Ellis-Numakura Lemma ([E1158, Num52]). Any right-topological compact Haus-
dorff semigroup (S,-) contains an idempotent element, i.e., an element p € S satisfy-

ingp-p=p.

Proof. Order all non-empty closed sub-semigroups of (S, ) under set-inclusion. By
compactness, any nested family of such subgroups has non-empty intersection, from
which it follows that any chain in this partial ordering possesses a lower bound.
Thus, by Zorn’s Lemma, there exists a minimal non-empty closed sub-semigroup,
which we call (G,-). Let p € G be arbitrary. Observe that the set Gp ={a-p:a €G}is
compact, because the map a — a - p is continuous, and closed under the semigroup
operation -: G x G — G, because (a:p)-(b-p)=(a-p-b)-p. In other words, (Gp,-) is
a non-empty closed sub-semigroup of (G,-). By minimiality, it follows that G = Gp.
In particular, there exists some element g € G such that q-p = p.

Next, consider the set V={a € G:a-p = p}. Since g €V, we know that V is
non-empty. Also, V is compact because a — a - p is continuous and the topology is
Hausdorff, and V is closed under the semigroup operation -: G x G — G, because if
a-p=pand b:-p =p then (a-b)-p = p. Hence V is a non-empty closed sub-semigroup
of G. Invoking the minimality assumption on G once more, we conclude that V =G.
In particular, p € V, which implies p-p = p. O

3.4. Algebra on the Stone-Cech compactification
of N

Our next goal is to lift the additive arithmetic structure on N to its Stone-Cech
compactification BN. As a preparatory step, let us define the shift of a subset of N by
an element in BN.

Recall that for any set A € N and any positive integer n the shift of A by n is
defined as

A-n={meN:n+meA}.

There is a natural way of extending this shift operation from integers to ultrafilters.
Given a set A =N and an ultrafilter g € BN, we define the shift of A by q as

A-g={neN:A-negq}.

Note that if 6, ={A =N:n € A} is the principal ultrafilter supported on n then the
shift of A by &, coincides with the shift of A by n, that is,

A-6,=A-n.
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The ultrafilter-shift is a set function on N and interacts nicely with other set functions,
such as unions, intersections, or set-theoretic complements. More precisely, it is
straightforward to check that for any A,B < N and any p,q € N the following
properties are satisfied:

1. AnB)-qg=(A-q9)n(B-q);

2. (AuB)—qg=(A-q@)u(B—9);

3. A°-q=(A—-q)%

4, AcB= A-q<B—q.

We are now ready to define addition on BN. Given two ultrafilters p,q € BN,
define their sum p + q as

p+g={AcN:A—-qepl

Lemma 44. If p and q are ultrafilters on N then p + q is an ultrafilter on N.

Proof. Let us first establish that p + ¢ is a filter by showing that it satisfies the three
filter conditions:
* We begin by proving that @ ¢ p + q. By definition, we have @ —n = @ for all
n € N. It follows that @ — g = @, and hence ¢ — q ¢ p. This shows that @ ¢ p +q.
¢ Next, let us verify that p + q is upward closed. Let A =B =N be given. From
A c B it follows that A — g € B —q and, since p is upward closed, we conclude
A—-qgep = B-qep. By definition, this means Aep+q = Bep+q.
¢ Finally, let us verify that p+q is closed under finite intersections. Suppose both
A and B belong to p+q. This means that both A—q and B—q belong to p. Since
p is closed under finite intersections, it follows that (A—q)N(B-q)=(AnB)—q
belongs to p. We get that AnB € p +q as desired.
Now that we have established that p + q is a filter, we can use Corollary 36 to show
that p + g is an ultrafilter. Let A € N. Since p is an ultrafilter, we either have
A—-qgepor(A—q)°ep. Since (A—q)° =A°—-q, it follows that either A—qg € p or
A° —q € p. By the definition of p + g, we thus have A€ p+q or A° € p +q. In view of
Corollary 36, this proves that p + q is an ultrafilter. O

Usually, the symbol + is reserved for commutative operations. It is therefore
important to note that addition on BN is not commutative, despite the fact that the
symbol + is used. This means that in general p + q # q + p. The reason why we use
+ to denote this operation on BN is because it naturally extends addition on N: If §,,
and §,, are the principal ultrafilters supported on m and n respectively then

Om+0n=0m+n.

This also implies that the canonical map t: n— §, described in the proof of Corol-
lary 41 is not just a continuous embedding of N into BN, it is in fact a homomorphic
continuous embedding of (N, +) into (8N, +).

Proposition 45. (BN, +) is a right-topological compact Hausdorff semigroup.
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Proof. 1t follows from Proposition 40 that SN is compact Hausdorff. To verify that
(BN, +) is a semigroup, we need to show that addition on BN is associative, i.e., for
all p,q,r € BN one has (p + q)+r =p+(q +r). Note that for any A =N and n e N we
have
A-n)-r={meN:(A-n—-m)er}
={meN:(A-m)er}-n
=(A-r)-n.
Using this observation, we get
(A-r)—-g={neN:(A-r)—neq}
={neN:(A-n)-req}
={neN:(A-n)eq+r}
=A—-(q+r).

It follows that A € (p +q)+r if and only if A € p +(q +r), which proves that (p+q)+r =
p+(g+r).

It remains to prove that (8N, +) is right-topological. Fix q € N. In order to prove
that p — p + g is continuous, it suffices to show that for any A €N the preimage of
A is open, because sets of this form generate the topology on BN. By definition, the
pre-image of A under p—p+qequals{pepBN:p+qgec A}. We have

{pePN:p+qgeAl={pepN:Acp+q)
={pepPN:A—-qgep}
=A—q.

Since A — q is open, we are done. O

With Proposition 45 at hand, we can think of +: SN x SN — SN as a continuous
(right-topological) lift of +: N x N— N from N to its Stone-Cech compactification.

3.5. Idempotent Ultrafilters and IP sets

Theorem 46. (BN, +) contains an idempotent element, i.e., there exists an ultrafilter
p € BN satisfying p +p = p.

Proof. The existence of an idempotent ultrafilter follows directly by combining
Proposition 45 with the Ellis-Numakura Lemma. O

Connecting different realms of mathematics is both beautiful and powerful.
Idempotent ultrafilters are a perfect example of this phenomenon. Their shier
existence is hard to comprehend, yet they from an astounding bridge between the
topological group structure on SN and the additive group structure on N.
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Definition 47. Given D N, the set of finite sums of D is

FS(D) = { ) n:FcD finite and non-empty}.
neF

For example,

¢ if D ={x} then FS(D) = {x};

e if D ={x, y} then FS(D) = {x, y, x + y};

e if D={x,y,z} then FS(D)={x, y,z,x+y,x+2z,y+z,x+y+2}

® if D ={x1,x2,%3,...} then FS(D) = {x;, +...+x;, :kE€eN, i1 <...<izeN}L

Definition 48. A set A =N is called an IP-set if there exists x1,x9,x3,... € N with
FS({xl,xz,xg, ...DCA.

Theorem 49. If p = p + p is an idempotent ultrafilter on N then any A € p is an
IP-set.

Proof. Using p = p + p, we get (A —p) € p, and hence An(A - p) € p, because
ultrafilters are closed under finite intersections. Let x1 be an arbitrary element in
A N(A - p) and observe that A N(A —x1) € p by the definition of A — p.

Next, define A; = AN (A —x1). As before, we have A; N(A1— p) € p. Thus, taking
x2 to be any element in A; N(A1 — p) with xg > x1, we have A1 N(A1—x2) € p. So far,
we have FS({x1,x9}) = {x1,x9,%1 + x2} S A.

Once again, letting As = A1N(A1—x2), we have AanN(A2— p) € p. Taking x3 €
AsN(Ag — p) with x3 > x2, we have AaN(Ag —x3) € p as well as FS({x1,x2,x3}) =
{x1,x9,x3,%1 + x2,x1 +X3,X2 + X3,X1 + X2 + X3} S A.

Following this procedure, we can construct an infinite sequence x1 < x2 < x3 <
... €N such that FS({x1,x2,x3,...}) €A as desired. O

3.6. Hindman’s Finite Sums Theorem

Recall Schur’s Theorem, which asserts that for any finite coloring of N there exists
{x,y} €N such that FS({x, y}) = {x, y,x + y} is monochromatic. The following result is
one of the cornerstones of Ramsey Theory and offers an infinitary generalization of
Schur’s result.

Hindman’s Finite Sums Theorem ([Hin74]). For any finite coloring of N there
exists an infinite set D < N such that FS(D) is monochromatic.

Proof. Suppose N is colored using finitely many colors. Let p = p+p be an idempotent
ultrafilter on N, which exists due to Theorem 46. Since ultrafilters are partition
regular (cf. Proposition 35), there exists a monochromatic set A =N with A € p. By
Theorem 49, A contains FS(D) for an infinite set D €N, finishing the proof. O
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3.7. Hindman’s Finite Unions Theorem

Definition 50. Let 97 (N) denote the set of all finite non-empty subsets of N. Given
ai,as,as,...€ F(N), the set of finite unions of {ay,as,as,...} is

FU({ay,a9,as,...}) = {anlu...uank tReEN, n1,...,nk€N}.

Hindman’s Finite Unions Theorem ([Hin74]). For any finite coloring of (N)
there exist mutually disjoint a1,az,as,... € F#(N) such that FU({a1,aq,as,...}) is
monochromatic.

For the proof of Hindman’s Finite Unions Theorem, we need a short technical
lemma.

Lemma 51. Let D <N be infinite. For any m € N there exists n € FS(D) such that
n=0mod m.

Proof. By the pigeonhole principle, the infinite set D contains m numbers x1,x2,...,%n,
belonging to the same residue class modulo m. Then n =x;1 +...+x,, is a number in
FS(D) divisible by m. O

Proof of Hindman’s Finite Unions Theorem. Recall that any positive integer n pos-
sesses a unique binary expansion,

[0 o] i1
n=) g2
i=0

where €1,€9,€3,... € {0,1} are called the digits in the binary expansion of n and all
but finitely many of them are equal to 0. Using the binary expansion, we can find a
natural correspondence between elements in N and elements in & (N). Indeed, we
can associate the digits of a natural number n with the indicator function of a finite
set. More formally, we have the map ¢: N — 9 (N) given by

n— ¢(n) = {i € N:the i-th digit in the binary expansion of n is 1}.

By uniqueness of the binary expansion, ¢ is a bijection between N and Z(N).

Now suppose we are given a finite coloring of & (N). We can pull back this finite
coloring to a finite coloring of N via the map ¢. By Hindman’s Finite Sums Theorem,
there exist x1 < xg < ... € N such that FS({x1,xg,...}) is monochromatic. Our hope
is that this monochromatic finite sums set in N corresponds to a monochromatic
finite unions set in & (N). However, this is not true on the nose because ¢(x; +x;)
is not necessarily equal to ¢(x;) U ¢(x;), which in turn means that the image of
FS({x1,x92,...}) under ¢ is not necessarily a finite unions set. But this problem can
be fixed by passing to a subset of FS({x1,x2,...}). More precisely, our goal is to find
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¥1,Y2,... such that FS({y1, y2,...}) € FS({x1,x2,...}) and such that ¢(y1),d(y2),... are
pairwise disjoint. It then follows that for all i4,...,iz € N we have

Wiy +.. +yi,) =i V... UP(yi,)

and hence ¢(FS({y1,y2,...}))) = FU(P(y1), p(y2),...). Since FS({x1,x32,...}) is monochro-
matic and FS({y1, y2,...}) € FS({x1,x32,...}), the finite unions set FU(¢(y1), P(y2),...) is
monochromatic too and the proof is complete. It remains to construct y1, y2,... with
these properties.

Take y; =x1. If y1 <... <y, have already been found then let m € N be any num-
ber with 2™ > y,,. Also, choose r sufficiently large such that y1,...,y, € FS({x1,...,x.}).
According to Lemma 51, we can find y,+1 € FS({x;+1,%r+2,...}) such that 2™ divides
Yn+1. Note that with this choice of y, .1 we have

FS(Uy1,.. s ¥ne1) =FSUy1, ..., ) U (FSUy1,.. ., YD) + ¥n4+1) SFSUx1, x2....).

Moreover, since 2™ | ¥,.1, the first m digits in the binary expansion of y,.1 are zero.
Contrarily, since y; < 2™ for all i = 1,...,n, the only non-zero digits in the binary
expansion of y; are among the first m digits. This proves that ¢(y,+1) and ¢(y;) are
disjoint for all i = 1,...,n. O

Corollary 52. Any finite coloring of the semigroup (% (N),U) admits a monochro-
matic isomorphic image of itself.
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